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Abstract. Large and open societies of agents require regulation, and therefore
many tools have been developed that enable the definition and enforcement of
rules on multiagent systems. Unfortunately, most of them are designed to be used
by computer scientists and are not suitable for normal users with average com-
puter skills. Since more and more tools nowadays are running as cloud services
accessible to anyone (e.g. Massive Open Online Courses and social networks), we
feel there is a need for a simple tool that allows ordinary people to create rules and
protocols for these kinds of environments. In this paper we present ongoing work
on the development of a new programming language for the definition of proto-
cols for multiagent systems, which is so simple that anyone should be able to use
it. Although its syntax is strict, it looks very similar to natural language so that
protocols written in this language can be understood directly by anyone, with-
out having to learn the language beforehand. Moreover, we have implemented an
easy to use editor that helps users writing sentences that obey the syntax rules,
and we have implemented an interpreter that can parse such protocols and verify
whether they are violated or not.

1 Introduction

In open multiagent systems (MAS) where any agent can enter and leave at will and the
origin of the agents is unknown one needs a mechanism to regulate the behavior of those
agents. Just like in human societies, rules need to be imposed in order to prevent the
agents from misbehaving and abusing system resources. A good example is that of an
auction taking place under a specific protocol. An English auction protocol for example,
requires the buyers to make increasing bids, and stops when the auctioneer says so, after
which the buyer with the highest bid wins the auction. In a Dutch auction on the other
hand, bids are decreasing, and the first buyer to accept a bid wins the auction.

Many systems for the implementation of such regulatory systems have been devel-
oped, such as ANTE [6], MANET [27], S-MOISE+ [16], and EIDE [11]. They allow
users to define a set of rules and then impose those rules on the agents in a MAS (the
term ‘agents’ may here refer to software agents as well as to human beings). This en-
forcement of rules may happen either by punishing misbehaving agents, or by simply
making it impossible to violate them, which is called regimentation.

One common characteristic of these systems is that they are mainly designed with
computer scientists as their target users. They require knowledge of multiagent systems,



programming languages and / or formal logic. For people with no more than average
computer skills they are unfortunately too complicated.

We expect however that agent technologies will become more and more common
in the near future, creating a demand for simple tools to maintain and organize such
systems and that can be used by ordinary people. We can compare this for example
with the evolution of web development. In the early days of the Internet, developing a
web page was considered an advanced task that would only be undertaken by computer
experts, and hence web development languages such as HTML, PHP and SQL were
developed to be used by professional programmers. However, as web pages became
more and more abundant and every shop, social club, or sports team wanted to have its
own web page, many tools such as DreamWeaver and WordPress were introduced to
make the creation of web pages a much simpler task. We strive for a similarly easy tool
for the development of multiagent systems.

A good example of where such a tool would be useful is the organization of online
classes, because teachers often want to put restrictions on their students. Teachers may
for example require that students only take a certain exam after they have passed all
previous exams. In this way teachers make sure they do not waste their time correct-
ing exams of students that do not study seriously anyway. Another example could be
the process of organizing a conference, where one requires authors to submit before a
deadline, or one requires the program chair to appoint at least 3 reviewers to each paper.
Also, one can think of a tool that allows users to set up their own social networks, with
their own specific rules, as suggested in [17].

Therefore, in this paper we present ongoing work on the development of a new
language to define protocols for multiagent systems. This language is so close to natural
language that it can be understood directly by anyone without prior knowledge of any
other programming language. We call this language SIMPLE, which stands for SIMple
Protocol LanguagE. Although it looks very similar to natural language, it has in fact a
strict syntax. Together with this language we also present two tools: an editor that makes
it very easy for users to write well-formed sentences, and an interpreter that parses the
source file and makes sure that the rules defined in it are indeed enforced. The fact that
the language comes with an editor is very important, because it enables the users to
write correct protocols without having to know the rules of the language by heart. In
fact, it even makes it impossible to write syntactically incorrect sentences.

We would like to stress that this language is not meant to program the agents them-
selves. It is only meant to program the organizational structure between the agents. That
is: it puts restrictions on the agents in their actions, but does not dictate entirely what
they ought to do; the agents still have the freedom to make autonomous decisions, as
long as these decisions comply with the protocol. The protocol written in this language
does not specify what the agents must do, but only specifies what the agents can do.

We have developed SIMPLE according to the following guidelines:

– The language should stay as close as possible to natural language.
– The syntax should remain strict: sentences must be well formed, and every well

formed sentence can only have one correct interpretation.
– Given a protocol written in this language anyone should immediately be able to

understand what it means, even if he or she has never seen our language before.



– Users should be able to write a protocol in this language without having to spend
any time learning the language.

The only thing we require from the user is that he or she be familiar with the English
language. The language as presented here is only the very first version, and we plan to
extend it much further in the future.

The rest of this paper is organized as follows: in Section 2 we give a short overview
of previous work done in this field. Next, in Section 3 we explain the assumptions
that we have made about the set-up of any MAS to which our language is applied. In
Section 4 we describe the syntax rules of our language. Next, in Section 5 we explain
how our interpreter parses text files written in our language and enforces its rules upon
the agents. Then, in Section 6 we give two examples of protocols written in SIMPLE,
and for which we have tested that they are successfully parsed and enforced by our
interpreter. And finally, in Section 7 we describe the further extensions that we are
planning to add to our language.

2 Related Work

Regulatory systems have been subject of research for a long time and a number of
frameworks have been implemented that often consist of tools for implementing, test-
ing, running and visualizing protocols. Examples of such frameworks are ANTE [6],
MANET [27], S-MOISE+ [16], and EIDE [11]. A comparative study of some of those
systems has been made in [12].

ANTE [6] has been implemented as a JADE-based platform, including a set of
agents that provide contracting services. It integrates automatic negotiation, trust &
reputation and Normative Environments. Users and agents can specify their needs and
indicate the contract types to be created. Norms governing specific contract types are
predefined in the normative environment. Although ANTE has been targeting the do-
main of electronic contracting, it was conceived as a more general framework having in
mind a wider range of applications.

The MANET [27] meta-model is based on the assumption that the agent environ-
ment is composed of two fundamental building blocks: the physical environment, con-
cerned with agent interaction with physical resources and with the MAS infrastructure,
and the social environment, concerned with the social interactions of the agents. In the
MANET meta-model it is assumed that the normative system can be composed of three
structural components: agents, objects and spaces.

In the EIDE framework agents interact with each other in a so called Electronic
Institution. The agents are grouped in to conversations, which are called Scenes. The
institution has a specification that defines how agents can move from one scene to
another and defines a protocol for each scene. Within a scene the agents interact by
sending messages to one another. Each agent in the system has a special agent assigned
to it, called its Governor, which checks whether the messages sent by the agent satisfy
the protocol, and blocks them when they do not. The EIDE framework comes with a
graphical tool called Islander [10] that allows people to create institution specifications
in a visual manner. Protocols in Islander are represented as finite state machines, drawn



as a graph in which the states are the vertices and the state-transitions are the edges.
Every message sent triggers a state transition.

In order to define rules and norms for multiagent systems, a vast amount of lan-
guages and logics have been proposed. It would be impossible to list all the relevant
work in this field here, so we just mention some of the most important examples. A
logical system to define norms and rules is called a deontic logic. The best known
system of deontic logic is called Standard Deontic Logic (SDL) [30]. Important refine-
ments of this logic are Dyadic Deontic Logic (DDL) [20] and Defeasible Deontic Logic
[25]. Furthermore, an extension of this taking temporal considerations into account was
proposed in [14]. In [22] A system to formalize norms using input/output logic was pro-
posed, while in [15] the authors provide a model for the formalization of social law by
means of Alternating-time Temporal Logic (ATL). In [19] the author proposes the use
of Linear Time Logic (LTL) to express norms. Other important approaches are based
on Propositional Dynamic Logic (PDL) [23], on See-to-it-that logic (STIT) [4] and on
Computational Tree Logic (CTL) [5]. Models for the verification of expectations in nor-
mative systems are proposed in [8] and [1], and in [26] the authors introduce the nC+
language for representing normative systems as state transition systems.

The above mentioned systems however mainly focus on the theoretical properties
of regulatory systems. Work that is more focused on the actual implementation of such
systems is for example [21] which proposes a model to define rules in the Z language,
while in [3] the authors propose the use of Event Calculus for the specification of pro-
tocols. A programming language designed to program organizations, called 2OPL, was
introduced in [9]. Other important examples of languages and frameworks for the im-
plementation of norms and rules are described in: [29], [2], [28], [13], [18], and [7].

Although some of the above mentioned languages are more user friendly than oth-
ers, it still seems that they all require the user to be a computer scientist or at least
has some knowledge of programming, logic or mathematics. To the best of our knowl-
edge no work has been published on the specification of protocols that aims for truly
inexperienced users and tries to stay as close as possible to natural language.

There do exist a number of programming languages that claim to be similar to nat-
ural language such as hyperTalk1 and PlainEnglish2, but most of them still aim at real
programmers, albeit that they aim for beginning programmers. The only exception that
we know of, is a language called Inform 7 [24]. This is a language that in many cases
truly reads like natural language, but the main difference with SIMPLE is that it is de-
veloped for an entirely different domain. Inform 7 is a language to write Interactive
Fiction: an art form that lies somewhere in between literature and computer games.

We think that one of the main reasons that Inform 7 can stay very close to natu-
ral language, is that it is highly adapted to a very specific domain. This restricts the
possible things a programmer may want to express and hence keeps the language man-
ageable. We have taken a similar approach: our language is only intended to be used
as a language for implementing protocols for multiagent systems, and although it could
possibly be useful for other domains too, we restrict our attention to this domain.

1 http://en.wikipedia.org/wiki/HyperTalk
2 http://www.osmosian.com

http://en.wikipedia.org/wiki/HyperTalk
http://www.osmosian.com


3 Basic Ideas

We assume a multiagent system in which agents exchange messages according to some
given protocol. These agents may be autonomous software agents, or may be humans,
acting through a graphic user interface. The agents are however not in direct contact
with one another. Every message any agent sends first passes a central server that veri-
fies whether the message satisfies the protocol. If a message does not satisfy the proto-
col, then it is blocked by the server and it will not arrive at its recipients. Note that this
is a form of regimentation. In this paper we will not consider any forms of punishment,
and assume protocols are only enforced by means of regimentation. We assume that the
life-cycle of the MAS is as follows:

1. A user (the protocol designer) writes a protocol in our language and stores it in a
text file.

2. He or she launches a communication server, with the location of the text file as a
parameter.

3. The interpreter, which is part of the server application, parses the text file.
4. Agents connect to the server through a TCP/IP connection and send messages to

one another.
5. Every such message is checked by the interpreter. If it does not satisfy the protocol,

it is blocked. If it does satisfy the protocol it is forwarded to its intended recipients.
6. The agent that intended to send the message is notified by the server whether the

message has been delivered correctly or not.

The text file is not compiled, but is directly parsed by the interpreter, so the language is
human-readable and machine-readable at the same time.

Protocols written in SIMPLE have a closed-world interpretation: every message is
considered illegal by default, unless the protocol specifies that it is legal. In order to
determine which messages are legal, we use a system based on the notion of ‘rights’
and ‘events’, meaning that an agent obtains the right to send a specific message if a
certain event has (or has not) taken place. The assignment of such rights is determined
by if-then rules in the protocol.

We currently assume agents can send messages following one of these two patterns:

– (‘say’, x)
– (‘tell’, y, z)

in which the sender can replace x, y and z by any character string (we will see later that
the ‘tell’ message has the interpretation that the value filled in for z will be assigned
to a variable of which the name is the string filled in for y). The current version of the
language does not yet allow users to specify the recipient of a message, so for now we
assume that any message is always sent to all the other agents in the MAS. We plan
this to change in future versions of SIMPLE. Also, we expect that future versions will
support more types of messages.

The interpreter keeps a list of rights for each agent in the MAS. A right is a tuple
of one of the two following forms:

– (‘say’, v)



– (‘tell’, w)

We say that a right (‘say’, v) matches a message (‘say’, x) if and only if x is equal to v,
or v is the key word ‘anything’. A right (‘tell’, w) matches a message (‘tell’, y, z) if and
only if y equals w. For example: if the agent has the right (‘tell’, ‘price’) then it matches
the message (‘tell’, ‘price’, ‘$100’). A message is considered legal if the agent sending
the message has at least one right that matches the message. Whenever the interpreter
determines that a message is legal, it stores a copy of that message, together with the
name of its sender, in the interpreter’s event history.

One concept that we have borrowed from EIDE is the concept of a role. The rules in
the protocol never refer to specific individuals, because we assume that at design time
the designer cannot know which agents are going to join the MAS at run time. Instead,
the protocol assigns rights to agents based on the roles they are playing. Every agent that
enters the MAS (i.e. connects to the communication server) must choose a specific role
to adopt, from a number of roles that are defined in the protocol. An auction protocol for
example, could define the roles buyer and auctioneer. The protocol could then define a
rule saying that a buyer can only make a bid after the auctioneer has opened the auction.

4 Description of the Language

A protocol is written as a set of sentences that look like natural language, but follow
a strict syntax. Although in this paper we will often start sentences with a capital, this
is not necessary, as the language is entirely case-insensitive. Like in natural language,
the end of a sentence is marked with a period. Unlike most other programming lan-
guages, variable names are allowed to contain spaces. Another important property of
this language, as we will see at the end of this section, is that it is impossible to write
inconsistent protocols.

Definition 1. A role definition sentence is a sentence of the form:

This protocol defines the role r1 (plural: r2).

Where the protocol designer can replace r1 and r2 by any character string. The string
r1 is called the singular role name and r2 is called plural role name.

For each role in the protocol there must also be exactly one such role definition sentence.
For example:

This protocol defines the role buyer (plural:buyers).

Definition 2. A role constraint sentence is a sentence of one of the following forms:

– There can be any number of r.
– There must be at least x r.
– There can be at most x r
– There must be at least y and at most x r.
– There must be exactly x r.



Where x and y can be any positive integer with y < x and r is a plural role name from
one of the role definition sentences, except in the case that x=1, in which case r must
be a singular role name.

The following sentence is an examples of a role constraint sentence:

There must be at least 2 buyers.

For each role in the protocol there must be exactly one such role constraint sentence.
The interpreter makes sure that these role constraints are not violated. That is, when an
agent tries to connect to the communication server with a role for which there are al-
ready too many participants, the connection will be refused. If there are not yet enough
participants for every role, then every message is considered illegal. In other words: the
agents can only start sending messages to one another when there are enough partici-
pants for every role.

The main idea of the language, as explained above, is that rights are assigned to the
agents by means of if-then rules. An example of such a rule could be:

If the auctioneer has said ‘open’ then any buyer can tell his bid price.

In order to precisely define which sentences are well formed we first need to introduce
a number of terms, namely: quantifiers, identifiers, conditions, and consequences.

Definition 3. A quantifier is any of these keywords: no, any, every, a, an, the, that

Definition 4. An identifier is a sequence of characters of one of the following forms:

– q r
– no one
– anyone
– everyone
– he

Where q can be any quantifier and r can be any singular role name. Identifiers of the
form no r as well as the identifier ‘no one’ are called negative identifiers. All other
identifiers are called positive identifiers.

Definition 5. A past-event condition is a string of characters of one of the following
forms:

– id has said ‘x’
– id has told x
– pid has not said ‘x’
– pid has not told x

where id can be any identifier and x can be any character string, and pid can be any
positive identifier. A past-event condition is called negative if it contains the keyword
‘not’ or if it contains a negative identifier. A past-event condition is called positive
otherwise.



A past-event conditions is a specific type of condition. Other types of condition are
defined later. The idea behind this is that a positive past-event condition is considered
true if there is any message in the event history that matches the condition. For example
the condition any buyer has said ‘hello’ is considered true if there exists a message in
the event history of the form (‘say’, ‘hello’) which was sent by an agent playing the role
buyer. A negative past-event condition is considered true if there is no message in the
event history that matches the condition.

Definition 6. A right-update consequence is a string of characters of one of the fol-
lowing forms:

– pid can say ‘x’
– pid can tell x

where pid can be any positive identifier and x can be any character string.

A right-update consequence is a specific type of consequence. Other types of conse-
quences are defined later on.

We can now construct sentences (‘rules’) of the form If A then B, where A is a
conjunction of conditions and B is a conjunction of right-update consequences. We say
that a rule is active if all its conditions are true. Then the idea is that an agent has the
right to send a specific message if and only if there is an active rule with right-update
consequence that matches that message.

Identifiers are used inside conditions and consequences to determine to which set
of agents these conditions and consequences apply. We would like to remark that the
quantifiers ‘a’, ‘an’, ‘any’ and ‘the’ all have exactly the same meaning, so the language
contains some redundancy. However, we do consider it very useful to have all of them
in the language because they help the protocol designer to write more natural sentences.
For example, if an auction protocol contains only one auctioneer it makes much more
sense to talk about ‘the auctioneer’ than about ‘any auctioneer’.

Also note that we have included the quantifier ‘that’. This quantifier refers to any
agent that was also referred to by the last quantifier earlier in the sentence. For example,
suppose that a buyer called Alice says ‘hello’ and then a buyer called Bob says ‘hi’, then
the condition:

any buyer has said ‘hello’ and any buyer has said ‘hi’

is true. However, the condition:

any buyer has said ‘hello’ and that buyer has said ‘hi’

is false, because ‘that buyer’ refers to the same agent as the one that said ‘hello’ (which
is Alice). This second condition would only be true if the messages (‘say’ ‘hello’) and
(‘say’ ,‘hi’) had been sent by the same agent. Likewise, we have included the identifier
‘he’, which refers to the same agent as the last identifier that appeared earlier in the
sentence. For example:

If any buyer has said ‘hello’ and he has said ‘hi’



We may not want the rights of an agent to depend only on past events, but also
on values of variables. Variables in SIMPLE are called properties. A property can
be assigned to the protocol, or can be assigned to individual agents. For example, an
auction may have a property ‘highest bid’ and each buyer may have a property ‘bid
price’ to represent the price he or she has bid. If we have for example properties ‘the
price’ and ‘the account balance’ then we can say things like:

If the price is lower than the account balance then any buyer can say ‘buy’.
If the price is higher than 10 then the auctioneer can say ‘sold’.

Properties can be added to a protocol by including property initialization sentences.

Definition 7. A property initialization sentence is a sentence of one of the following
forms:

– Initially, x is v.
– Every r has a x, which is initially v.
– Every r has an x, which is initially v.

where x can be any character string, v can be any character string, number, or identifier
and r can be any singular role name.

For example:

Every buyer has an age, which is initially 0.

Definition 8. A property condition is a clause of one of the following forms:

– x is v
– x is not v
– x is higher than n
– x is lower than n

where x can be any character string, v can be any string, number or identifier, and n
can be any number. The string x is called the property name, and v and n are called
the value.

Note that the current version of SIMPLE supports three types of properties: strings,
numbers and identifiers. The type of a property is determined implicitly. That is: if the
parser of the protocol is able to interpret the initial value of a property as a number, then
the property is considered to be of type number, and likewise for identifiers. In all other
cases the property is considered a string.

Definition 9. A property-update consequence is a clause of the form:

– x becomes y
– x is v
– x is increased by n
– x is decreased by n

where x and y can be any character string, v can be any string, number of identifier,
and n can be any number.



Definition 10. A current-event condition is a string of characters of one of the follow-
ing forms:

– id says ‘x’
– id tells x

where id can be any identifier and x can be any character string.

In order to change the values of properties (either assigned to the protocol or to an
individual agent) we can use property-update rules.

Definition 11. A property-update rule is a sentence of the form:

– When x then z.

Where x is a current-event condition and z is a conjunction of property-update conse-
quences.

Examples of property-update rules are:

When any buyer says ‘bid!’ then his bid price is increased by 10.
When the auctioneer says ‘sold’ then the last bidder becomes the winner.

Note that the clause x becomes y means that the value of property y is overwritten with
the value of property x. This can be understood as follows: suppose we have a property
called Carol’s sister and a property called Bob’s wife. Furthermore, suppose that Carol’s
sister is initialized to the value ‘Alice’. Then the clause Carol’s sister becomes bob’s
wife means that the value ‘Alice’ is copied into the property Bob’s wife. Note that when
a property is assigned to an agent we use the key word ‘his’ to refer to the agent that
owns the property. To be precise: it refers to the last agent that appears earlier in the
sentence. So in the above example, ‘his bid price’ refers to the property named ‘bid
price’ assigned to the agent that said ‘bid!’.

Another way that values of properties are updated is when a message of type (‘tell’,
x, y) is sent. In that case the value y is assigned to a property with name x. For ex-
ample, whenever an agent sends the message (‘tell’, ‘the price’, 100), the value 100 is
automatically assigned to a property with the name ‘the price’. The protocol does not
need to contain any property-initialization sentence for such a property.

Definition 12. A right-update rule is a sentence of the form:

– id can always say v.
– id can always tell v.
– If x then y.
– If x then y, as long as w.

where id is an identifier, v can be any character string, x and w are conjunctions of
past-event conditions and/or property conditions and y is a conjunction of right-update
consequences (the conditions in w are also referred to as constraints).



Note that we allow such a rule to have no conditions at all, so that it is always active. In
that case the protocol designer needs to include the keyword ‘always’ after the keyword
‘can’. Also note that right-update rules are written in past tense, while property-update
rules are written in present tense. This is because they are interpreted in a fundamentally
different way, which we will explain in Section 5. Furthermore, we see in this defini-
tion that right-update rules may contain so-called constraints. A constraint is similar
to a property condition, but is written at the end of the sentence, and indicated by the
keywords as long as.

If the auctioneer has said ‘open’ then any buyer can tell his bid price, as long as
his bid price is higher than the current price.

A rule containing constraints is considered active if and only if all its conditions and
constraints are satisfied. The difference between constraints and conditions, is that con-
straints refer to property values inside the consequences, whereas other conditions may
only refer to past events or properties that do not appear inside the consequences. This
distinction means that the truth of a condition is independent of any message, and there-
fore can already be determined before a specific message is sent, while the truth value
of a constraint on a message X can only be determined after the participant has sub-
mitted message X , when the interpreter is verifying whether message X is legal. In the
example sentence above for instance, the constraint says that the bid price told by the
buyer, must be higher than the current price. This can of course only be checked when
the buyer is telling his bid price, and not before.

Furthermore, we would like to remind the reader that right-update consequences can
only have positive identifiers. This is important, because it means that a consequence
can only give rights to an agent, but not take them away. Nevertheless, we can still make
agents lose rights, but we do that by using negative conditions, rather than negative
consequences. Take for example the following rule:

If the auctioneer has not said ‘sold!’ then any buyer can say ‘bid!’.

Here, every buyer initially has the right to say ‘bid!’, but loses that right once the auc-
tioneer says ‘sold!’, because the condition becomes false (assuming there is no other
active rule that gives the buyer the right to say ‘bid!’ ). The big advantage of only allow-
ing positive consequences, is that this makes it impossible to write inconsistent rules.
An inconsistency would mean that there is one rule that specifies that you can do some-
thing, while another rule says you cannot do that. This is serious problem that one often
encounters, for example in law. However, since we only allow positive consequences,
this could never happen in our language.

Lemma 1. A protocol written in SIMPLE is guaranteed to be free of inconsistencies.

Proof. The proof is easy: in our language an agent has the right to do something if and
only if there is an active rule with a consequence that gives this right to the agent. This
can never lead to inconsistencies: either such a rule exists or not.



Fig. 1. Two screen shots of the SIMPLE editor. Users write sentences simply by selecting avail-
able options, and they can only write free text whenever the syntax rules indeed allow that. There-
fore it is impossible to write malformed sentences.

5 The SIMPLE Interpreter

We will now describe the software component that interprets and enforces the protocols.
Whenever an agent tries to send a message, this message is first analyzed by the

interpreter. The interpreter verifies if the agent sending the message indeed has the right
to say that message and, if so, updates its internal state and forwards the message to the
other agents connected to the server. If the sender of the message does not have the right
to send that message he or she is notified that the message has failed. The message will
in that case not be forwarded to the other agents and the internal state of the interpreter
is not updated. In fact, we consider this message as not sent.

The internal state of the interpreter is defined as a list of all messages that have
so far been sent successfully (the event history), a table that maps the name of each
property to the current value of that property, a table that maps the name of each agent
in the MAS to the role it is playing, and a table that maps the name of each agent in the
MAS to a list of rights for that agent. Every time an agent tries to send a message, the
interpreter follows the following procedure:

1. The list of rights of that agent is made empty.
2. For each right-update rule in the protocol, the interpreter verifies if its conditions

are true:
– If the condition is a property condition then it checks whether that property

currently has the proper value to make the condition true.
– If the condition is a past-event condition, the interpreter tries to find an event in

the event history that matches the condition. If such an event is indeed found,
then the condition is considered true.

A rule for which all conditions are true is labeled as ‘active’.
3. For each right-update consequence in each active rule, the interpreter checks whether

the identifier matches the sender of the message and, if yes, adds the right corre-
sponding to this consequence to the sender’s list of rights. If this consequence has
any constraints assigned to it, they are stored together with the right.

4. After all the rights of the sending agent have been determined the interpreter verifies
whether any of them matches the message that the agent is trying to send.

5. Next, if the agent indeed has that right the interpreter checks whether its constraints
(if any) are satisfied.

6. If the sending agent has the proper right, and all its constraints are satisfied then
the interpreter determines if there are any property-update rules in the protocol



for which the condition matches the message. If yes, the properties in the rule’s
consequences are updated accordingly.

7. Finally, if the agent has the right to send the message and its constraints are satisfied,
a copy of the message is stored in the event history, together with the name of the
sender, and the message is forwarded to all other agents in the MAS.

It is important to note here that property-update rules and right-update rules are
treated in a different way. To be precise: to verify whether a past-event condition is
true, the interpreter compares the condition with all messages in the event history. Since
messages are never removed from the event history this means that whenever a past-
event condition becomes true, it remains true forever. For example, when a buyer says
‘hello’ then the condition any buyer has said ‘hello’ becomes true, and remains true
forever. For negative conditions exactly the opposite holds: the condition no buyer has
said ’bye’ is initially true, but as soon as a buyer says ’bye’ it becomes false, and will
stay false forever.

The current-event conditions on the other hand are only considered true at the mo-
ment that the corresponding message is under evaluation of the interpreter. That is, the
condition when a buyer says hello is considered to be true only while the interpreter
is evaluating the message (‘say’, ‘hello’) sent by some agent playing the role of buyer.
As soon as the interpreter handles the next message this condition is considered false
again. The reason for this is that we consider that when you obtain a right, you keep
that right for an extended period of time, until one of the negative conditions in the rule
becomes false. Updating of a property on the other hand, is a one-time event that only
takes place at the moment a certain message is sent.

6 Examples

We here provide two examples of protocols. Both have been tested and are correctly
executed by the interpreter.

English Auction Protocol:

This protocol defines the role buyer (plural:buyers).
This protocol defines the role auctioneer (plural:auctioneers).
There must be exactly 1 auctioneer.
There must be at least 2 buyers.

Initially, the highest bidder is no one.
Initially, the winner is no one.
Initially, the current price is 0.
Every buyer has a bid price which is initially 0.

If the auctioneer has not said ‘close’ then he can say ‘open’.
If the auctioneer has said ‘open’ then the auctioneer can say ‘close’.
If the auctioneer has said ‘open’ and the auctioneer has not said ‘close’ then any
buyer can tell his bid price, as long as his bid price is higher than the current price.



When a buyer tells his bid price then his bid price becomes the current price and
he becomes the highest bidder.
When the auctioneer says ‘close’ then the highest bidder becomes the winner.

Dutch Auction Protocol:

This protocol defines the role buyer (plural:buyers).
This protocol defines the role auctioneer (plural:auctioneers).
There must be exactly 1 auctioneer.
There must be at least 2 buyers.

Initially, the price is 1000.
Initially, the winner is no one.

If no buyer has said ‘mine’ then the auctioneer can tell the next price, as long as
the next price is lower than the price.
When the auctioneer tells the next price then the next price becomes the price.
If the auctioneer has told the price and no buyer has said ‘mine’ then any buyer
can say ‘mine’.
When a buyer says ‘mine’ then he becomes the winner.

7 Future Work

We consider that the language as it is, is still too limited to be of real practical use. We
here list the shortcoming that we consider most important and that we plan to fix in the
near future, as well as other improvements that we are considering.

Firstly, we will add the possibility to specify the recipient of a message. Currently
every message is sent to all other agents in the MAS, which makes it impossible to send
confidential information. This means we will allow to write sentences such as:

If the auctioneer has said ‘welcome’ to a buyer then that buyer can say ‘hello’ to
the auctioneer.

Secondly, we would like the protocol designer to be able to express that a certain event
must have taken place a certain number of times. For example:

If a buyer has told his bid price more than 5 times...

Thirdly, we would like to add more types of messages. and maybe even allow the pro-
tocol designer to define message types. That would make it possible to use certain
domain-specific verbs. We could even take this a step further and allow the protocol
designer to define new data types. Defining new types of objects is typically something
that Inform 7 can handle well, so we may draw some inspiration from that language.
Furthermore, we will add a system that determines at run time, whenever an agent tries
to send an illegal message, which conditions first need to be fulfilled before the agent
can indeed legally send that message. In this way the system can explain to the user
why he or she made a mistake and will help the user to understand new protocols. In
order to make the language more flexible and expressive, we will delve into literature
about linguistics and apply some of its principles to our language. Finally, we are also
considering the possibility to add support for model checking to our framework.
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